
USMS 
019511 A Stochastic Study of Horizontal Two-Phase Flow 

T. Darwich, Imperial C. of Sci. Tech & Med; H. Toral, 
Imperial C. of Sci. & Tech.; J.S. Archer, Imperial c. of 
Sci. Tech & Med 

Copyright 1989 Society of Petroleum Engineers 
This manuscript was provided to the Society of Petroleum Engineers for distribution 
and possible publication in an SPE journal. The material is subject to correction 
by the author(s). Permission to copy is restricted to an abstract of not more than 

· 300 words. Write SPE Book Order Dept., Library Technician, P.O. Box 833836, 
Richardson, TX 75083-3836 U.S.A. Telex 730989 SPEDAL. 



MAR 1 j l~H9 

S? E 
PUBLCATJONS 

UNSOLICITED 
A Stochastic Study of Horizontal Two-Phase Flow 

T. Darwich, H. Toral and J. S. Archer 

Department of Mineral Resources Engineering 

Imperial College of Science, Technology and Medicine 

Abstract 

I q 5 Jl 

The study presents stochastic features of pressure and void fraction turbulent 

waveforms in two-phase horizontal air-water flow. Amplitude and frequency 

domain features of the waveforms were shown to exhibit characteristic contour 

map surfaces on superficial air-water velocity coordinates. 

Introduction 

There are many multiphase flow regime studies in the literature which propose 

flow regime maps on the basis of empirical-visual observations (e.g. Baker1
, 

Mandhane et al.2
, Weisman et al.3 and Spedding and Nguyen4

) and/or 

mechanistic force balances (Taitel and Dukler5 and Chisholm6
). 

There are also a number of studies where pressure and void fraction waveforms 

have been analysed by stochastic methods to discriminate between the different 

flow regimes (e.g. Hubbard and Dukler7
, Nishikawa et al.8

, Jones and. Zuber9
, 

Vl.nce and Lah 10 M t .u, 12
'
13 A · t d G' d' 14

'
15

'
16 and Sekoguchi ~~~t ey , a sw · , nnuz1a o an uar 1 ., 

az.t7). 

In our study we have taken the ~tochastic t~eatment of the turbulent pressure 

and void fraction waveforms one step higher by applying signal analysis 

methods employed in other disciplines such as voice recognition, seismic and 

medical diagnostics. These methods have enabled us to derive new "stochastic 

features" characterising the flow. We quantified the relative strength of these 
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features with reference to a common numeric scale. The features were plotted as 

contour maps on the superficial air-water velocity domain. The gradual grading 

of the feature contours gave a true representation of the flow regime changes. 

It is proposed that the feature maps could in time replace the customary visual 

flow maps. Visual flow maps fail in two respe~ts: first, the flow regimes contain 

many more tones of grey than the eye can distinguish and usual vocabulary can 

describe and secondly, visual observations are heavily influenced by subjective 

bias. 

Predictably, our study of "stochastic features" in two different diameter pipes 

has also failed in one respect. Each pipe exhibited a unique distribution of 

features (contour maps). Further research IS In progress to discover features 

which are independent of flow configuration (i.e. upstream, downstream 

disturbances, pipe diameter and inclination, fluid physical properties etc.). The 

study nevertheless provides a necessary stimulus for an advance in flow 

characterisation and prediction. 

Description of Experiments 

a. Test Rig 

A schematic diagram of the horizontal two-phase flow loop is shown in Fig. 1. 

Water flowrate was measured with an orifice and compressed air flowrate with a 

rotameter or an orifice. 

Two separate 8.8 m long test sections of 50.0 mm I.D. and 26.0 mm I.D. pipe 

were employed. The stabilisation length between the point of mixing and the 

measurement section was equivalent to 113 diameters for the .50.0 mm I.D. 

pipeline and 217 diameters for the 26.0 mm I.D. pipe. Table 1 shows the range 

of flowrates employed in the tests 
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Table 1 Range of flow rates employed in the tests 

ID 

mm 

50 

26 

Superficial Water Velocity 

m/s 

0.072 - 3.405 

0.282 - 3.360 

Superficial Air Velocity 

m/s 

0.266 - 8.509 

0.115 - 8.621 

Within this range all flow regimes can be obtained with the exception of 

annular flow. All measurements were carried out at near atmospheric 

conditions. 

b. Measurements 

The following sensors were installed on the 50 mm J.D. pipe: two absolute 

pressure transducers, three differential pressure transducers, void fraction 

capacitance transducer and a conductance probe. Fig. 1 shows the arrangement 

of the sensors. 

The absolute pressure transducers were located at 117.5 D (587.5 em) and 122 

D (610 em) from the mixing ·section. The differential pressure transducers were 

installed with three different tapping configurations; vertical cross section 

located at 113.2 D (566 em), 1 D (5.0 em) axial separation with the ttpstream 

tap at 131 D (655 em) and 8.4 D (42 em) axial separation with the upstream 

tap at 149.8 D (749 em) from the mixing section. 

The capacitance transducer consisted of two metal bands of width 8 mm and 

separation 10 mm connected to a capacitance meter. The voltage output from 

the meter was sampled as a faithful representation of the void fraction time 

record with respect to the "void fraction waveform features" , but no attempt 

was made or needed to measure the actual void fraction. 



The conductance probe consisted of two miniature teflon coated stainless steel 

sensing elements of 0.075 mm diameter axially separated by lOmm. The holder 

tube acted as the reference sensor and the output voltage from the two sensor 

wires varied from a high value (air phase) to a low value (liquid phase). An 

optimum threshold voltage was determined . to distinguish between the liquid 

and the vapour phases in a separate study of the performance of the miniature 

conductance probe. In this study void fraction measured by the micro probe 

was compared with the bulk average void fraction determined with quick 

closing valves. 

The conductance probe was fitted to the test section with a special probe holder 

assembly which allowed the probe to be traversed along any radial direction. 

c. Data Aquisition System · 

Measurements were digitised with an analog to digital converter controlled hy a 

personal computer. Special menu driven software was developed for data 

sampling, plotting and filtering. The analog/ digital converter employed a 12 bit 

digitiser with a maximum sampling frequency of 20 KHz through one channel 

and had a capability for simultaneous sampling through up to 8 chan~els at a 

lower sampling frequency. 

The digital filtering software allowed the design and implementation of lowpass, 

highpass, bandpass and bandstop recursive or non-recursive filters to isolate the 

extraneous noise from the sampled waveforms. 
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Stochastic Features 

Definitions and equations of the stochastic features used to characterise the 

turbulence waveforms are given in the appendix. The following gives a list of 

these features. 

- Amplitude domain features: Probability density function, standard deviation, 

coefficient of skewness, coefficient of kurtosis. 

- Frequency domain features: Linear prediction coefficients (A tal & Hanauer18 

and Makhoul19
) 

Preliminary Studies of Signal Quality 

a. Optimum Sampling Frequency 

According to the sampling theorem, a waveform must be sampled at a 

frequency greater than or equal to double the highest frequency component of 

the waveform. 

A study of the frequency spectrum of the pressure and void fraction signals 

across the full range of flow regimes attainable in this study showed that the 

informative range of the signal spectrum was contained below 20 Hz .(Fig. 2). 

Thus, the optimal sampling frequency was selected as 40 Hz. 

b. Optimal Record Length 

In this study, the sample record was divided into a number of sections (blocks). 

Each one of the statistical features listed above was extracted from each block. 

The number of blocks was varied to check the effect of record length on the 
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average value of the features. The optimum record length was determined to be 

256 points in a block and 16 blocks in the record. 

c. Optimal Linear Predictor Order 

The appropriate selection of the linear predictor order is usually based on the 

normalised error, V ,, which is defined as the ratio of the minimum error E, to 

the energy in the signal R(O) (see appendix for the definition of E,) : 

V- E, 
"- R(O) 

( 1 ) 

A simple test to obtain the optimal linear predictor order is to check the V ,-p 

relationship (Fig. 3) which will almost he flat for p > p
0

, where p
0 

is the 

optimal linear predictor order. Based on the linear prediction analysis of 

different signals, the optimum predictor order was selected to he 4. 

d. Feature Quality - A qualitative study 

Absolute pressure, differential pressure, void fraction (from capacitance 

transducer and conductance microprobe) waveforms in stratified, stratified 

wavy, plug, slug and bubbly flow regimes were analysed in the amplitude, 

frequency and time domains in a preliminary study to assess signal quality and 

the effectiveness of the statistical features. 

The absolute pressure probability density function distributions (with zero 

mean) of the different flow regimes are shown in Fig. 4. The distributions are 

approximately normal for the different flow regimes with a slight distortion in 

the cases of plug and slug flows. The standard deviation, coefficient of skewness 



and coefficient of kurtosis are used as quantitative measures of the probability 

density function. 

Fig. 5a shows the the variation of the absolute pressure amplitude domain 

feature with sample block and flow regime. It is clear from this figure that there 

is a specific range of standard deviation value' associated with each flow regime . 
.( 

The slug flow is characterised by high standard deviation while stratified and · 

stratified wavy regimes are represented by low standard deviation. There was 

some degree of overlapping of the ranges of the coefficient of skewness and 

coefficient of kurtosis for the different flow regimes. This overlapping may be 

attributed to the relatively narrow range over which these coefficients are 

changing. 

Frequency domain analysis of the absolute pressure signal with the linear 

prediction technique yields five features as the linear predictor coefficients a17 

a2, a3, a4 and the normalised minimum total squared error, V P· 

Fig. 5b illustrates that the V P feature can be used successfully to distinguish the 

separated flow regimes (stratified and stratified wavy) from the rest of the flow 

regimes. The stratified and stratified wavy flow regimes are usually associated 

with high values of Vp. On the other hand, plug, slug and bubbly flow .regimes 

are generally associated with low values of V P· Fig. 5c shows that the predictor 

coefficient a 1 can discriminate bubbly flow regime from the other flow regimes. 

It also shows that separated flow regimes (stratified and stratified wavy) tend 

to have a high value of a1 while intermittent flow regimes (slug and plug) have 

a low valu~ of a1• The linear predictor coefficients a 2 , a3 and a4 (Fig. 5d for ~) 

exhibit a similar behaviour to V P and a1 in defining a particular level for 

separated flow regimes and a different one for intermittent flow regimes. 
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Time domain analysis of the absolute pressure signals with the autocorrelation 

function or cross correlation function between the absolute time records did not 

yield any significant information to differentiate between the flow regimes. 

e. Feature Quality - A quantitative study 

In order to evaluate the selected statistical features in terms of their ability to 

discriminate the different flow conditions over the ranges of superficial gas and 

liquid velocities investigated in this study, the F ratio used by Atal20
, in 

automatic speaker recognition was implemented. For a single statistical feature, 

the F ratio has been defined as : 

F _ variance of speaker means 
- average within speaker variance 

( 2 ) 

In our case of two-phase gas-liquid flow in pipelines, the "speaker" in the F 

ratio equation will be substituted by "flow condition". In equation 2, Xcr(i) is 

the feature value from the crth block of the signal representing the ith flow 

condition, which may be regarded as samples from a probability distribution 

associated with that spe~ific flow condition. The symbol < >i indicates 

averaging over various flow conditions, < >a indicates averaging over the 

different blocks of a single flow condition and xi is the estimated mean value of 

the feature for the ith flow condition, i.e. 

( 3 ) 
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Finally, Ji is the overall mean value of the feature averaged over all flow 

conditions, i.e. 

( 4 ) 

It is obvious that for accurate recognition, a good feature is one for which the 

distributions of the different flow conditions are concentrated at widely different 

locations in the feature space. Consequently, the more suitable the feature, the 

higher the value of F. 

· The F-ratio values for the different absolute and differential pressure' signals of 

the 50 mm pipeline are given in Table 2. 

Table 2 F-ratio of absolute and differential pressure signal features 

Feature F-ratio 

Absolute Radial Axial - differential 

pressure differential 1D 8.4 D 

SD 29.0 53.2 39.6 60.5 

cs 2.00 0.28 0.12 1.66 

CK 0.63 0.76 0.53 1.18 

Vp 2.90 5.09 3.42 2.79 

al "5.30 5.48 6.29 2.01 

~ 4.00 2.23 6.61 1.15 

a3 2.00 0.95 2.21 0.57 

a4 1.90 2.10 4.07 0.94 
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Feature Contour maps 

Waveforms were sampled and analysed on a total of 545 points in the 50 mm 

pipe and 370 points in the 26 mm pipe and feature contour maps were obtained 

on superficial water-air velocity coordinates by an objective algorithm (Davis21
). 

1. Feature Contour maps for 50 mm pipe 

Absolute Pressure Signal 

Figs. 6 a-d represent some of feature contour maps for the absolute pressure 

signals (A complete list of the feature contour maps is pre~ented by Darwich20). 

Fig. 6a shows that the standard deviation (SD) is mainly dependent on the 

superficial gas velocity with a sharp increase in the value of standard deviation 

at superficial gas velocities greater than 1.0 m/ s and superficial liquid velocities 

between approximately 0.4 and 2.0 mfs. The sharp increase in the value of the 

standard deviaton in this range of gas and liquid velocities may be attributed to 

the formation of liquid slugs which are accompanied by a large variation in 

pressure before and after the slug. Fig. 6b shows the response of the coefficient 

of skewness to the variation of gas and liquid superficial velocities. It is clear 

that the coefficient of skewness is more sensitive to superficial liquid ~elocities 

than superficial gas velocities especially at high superficial gas velocities. The 

coefficient of kurtosis is less informative, showing a slight dependence on liquid 

velocities at low liquid flow rate. 

The distribution of the linear prediction parameters V p, a1, a 2, a3 and a4 

demonstrates an obvious dependence on the superficial gas and liquid velocities. 

While, V P and a1 are sensitve to the liquid velocity at high superficial liquid 

velocities (Figs. 6c-d), a 2, a3 and a4 are affected by the superficial gas velocity 
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at superficial liquid velocities less than 1.0 mfs and superficial gas velocities 

greater than 1.0 mfs. 

'Table 2 shows that the standard deviation is an outstanding feature of the 

absolute pressure wavefo~. The linear prediction parameters a1 and ~ can 

also be of use in certain ranges of the flow domain. 

Radial Differential Pressure Signal 

The distributions of some of the various statistical features associated with 

radial differential pressure signals are shown in Figs. 7a-d. The standard 

deviation (Fig. 7 a) demonstrates an obvious dependence on the superficial gas 

and liquid velocities as for the absolute pressure. 

The distributions of the linear prediction parameters V P• a1 and ~ (Figs. 7b-d) 

also indicate a significant response to velocity variations throughout the tested 

flow domain. The distributions of other statistical features do not exhibit a 

definitive response to changes in flow velocities under most flow conditions. 

Table 2 indicates that the standard deviation and the linear prediction 

parameters V p and a1 are seen to be the most effective features of the radial 

pressure waveform. 

Axial Differential Pressure Signals 

Table 2 presents the F-ratios ·of the axial differential pressure statistical 

features. Full contour maps f~r these features can be found in Darwich22
• 

Table 2 shows that for differential pressure tapping waveforms obtained by lD 

axial separation, the standard deviation and the linear prediction coefficients a1 

and ~ are the most effective features 
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The F-ratio for the wider differential pressure tapping waveforms confirms the 

primary position of the standard deviation in the feature league table. The 

improvement of the F-ratio from lD to 8.4D tapping. separation is noteworthy. 

The effect of a wider tapping separation is also beneficial to the other amplitude 

domain features (CS and CK). The deterioration of the strength of the linear 

prediction parameters can he attributed to the dissipation of the turbulence 

structures in the longer run between the two measuring points. 

Capacitance Transducer Void Fraction Signal 

The distribution maps of the amplitude domain features are given in Figs. Sa-c. 

In general, these show a good response to variations in gas and liquid velocities. 

The standard deviation stands out as the strongest feature again. 

b. Feature contour maps for 26 mm pipe 

Absolute Pressure Signal 

Absolute pressure feature maps for 26 mm I.D. pipe (Figs. 9 a-d) were plotted 

using the same isoline values used for the 50 mm I.D. pipe. In general, most of 

the statistical features appear to be more sensitive to the superficial gas. velocity 

than to the liquid superficial velocity in the tested range which is mainly the 

intermittent flow region: The standard deviation distribution shows a 

distinctive dependence on the superficial gas velocity, a phenomenon that has 

been established with all pres~ure signals in the 50 mm I.D. pipe. The linear 

prediction coefficients, a1 , ~ and a3 also show significant dependence on 

superficial gas velocities, specifically with increasing gas velocities. The 

distribution map for the linear prediction coefficient V P proves the effectiveness 

of V p as a superficial liquid velocity dependent feature (Fig. 9c). Finally, the 

\ \ 
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amplitude domain features CS and CK as well as the linear prediction 

coefficient a4 seem to be less informative as they show little response to the 

variations in the gas and liquid superficial velocities. 

Radial Differential Pressure Signal 

Radial differential pressure feature maps (Figs. lOa-d) were plotted using the 

same isoline values used for the 50 mm I.D. pipe. 

In the main, the feature maps for the 26 mm I.D. pipe (Figs. 9 and 10) and the 

50 mm I.D. pipes (Figs. 7 and 8) indicate similar trends but they do not 

coincide because the flow structures produced at the same superficial velocities 

are not identical for the two pipes and consequently different fluctuation 

characteristics are detected in the pressure signals. 

Conclusions 

1) Significant information can be obtained about the nature of two phase flow 

by statistical analysis of absolute pressure, differential pressure and void 

fraction turbulent waveforms. 

2) A new set of stochastic features were extracted from the absolute and 

differential pressure signals using the Linear Prediction Technique to 

characterise flow conditions. 

3) The time domain features (autocorrelation and crosscorrelation coefficients) 

of the pressure signals are less informative in characterising the flow conditions. 
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· 4) Measurements conducted over a wide range of superficial gas and liquid 

velocities have resulted in a set of stochastic feature contour maps which 

illustrate varying degrees of sensitivity to gas and liquid superficial velocities. 

5) The F-ratio was used as a quantitative scale to measure the effectiveness of 

the stochastic features to characterise flow conditions. 

6) It is suggested that the present technique can be extended to multi-phase 

systems containing oil-water-gas phases. 

7) Feature maps showed same trends for different pipe diameters. 

Nomenclature 

a1 linear prediction coefficient a1 

a2 linear prediction coefficient a2 

a3 linear prediction coefficient a 3 

a4 linear prediction coefficient a4 

CK coefficient of kurtosis 

CS coefficient of skewness 

E, minimum total squared error [Eq. 14] 

e, residual error [Eq. 12] 

G system's gain 

ID inner pipe diameter ( mm) 

n number of points 

p(x) probability density function 

Po optimal linear prediction order 

R( 0) energy in the signal 

SD standard deviation (em of water) 

u, unknow input of a hypothesized system in equation 9. 
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V, normalised linear prediction error [Eq. 1] 

V,, superficial gas velocity(m/s) 

V,, superficial liquid velocity(m/s) 

x( t) sample time history record 

x mean 

1i overall mean value of the feature averaged over all flow conditions 
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APPENDIX -STOCHASTIC FEATURES 

a. Amplitude Domain Features 

The probability density function of a random signal describes the 

probability that the sampled data will assume a particular value within 

some defined range at any. instant of time (Bendat and Piersol23
). The 

probability density function, p (x), can be defined as follows : 

p (X) = lim 
ax-+0 

Prob ( X < X ( t) < X + ax ) 
ax 

( . lim_ Tzo) 
T-+oo T 

( 1 ) 

where p ( x ) is the probability density function of a sample time history 

record x ( t) and T is the observation time. The moments associated with 

the probability density function can be used as descreptive measures of the 

distribution. These moments are the mean (first moment about the origin), 

the standard deviation (second moment about the mean), the coefficient of 

skewness (third moment about the mean) and the coefficient of kurtosis 

\ / 
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(fourth moment about the mean). The mean, x, is the average value of the 

data points and can be defined as follows : 

n 
E xi 

x = i = 1 
(n - 1) 

( 2 ) 

where n is the total number of points in the sampled record. The standard 

deviation is the root mean square of the deviations from the arithmetic 

mean and is a measure of the dispersion of the data. The standard deviation, 

SD, is defined as : 

SD = ( • ~ 1 ( xi - x )2 ) 
(n- 1) 

( 3 ) 

When a distribution is not symmetrical about its mean value, it is said to be 

skew. H the tail of the distribution is longer on the right of the mode (the 

highest point on the distribution), the distribution is said to be skewed to 

the right or to have positive skewness. Similarly, if the tail is longer on the 

left, the distribution is skewed to the left or has negative skewness. The 

coefficient of skewness, CS, is defined as : 

cs ( 4 ) 

Kurosis is the peakedness of a distribution. The normal curve is taken as the 

standard of peakedness. A curve less peaked than the normal is said to be 

platykurtic and a more peaked curve is said to be leptokurtic. The 

coefficient of kurtosis, CK, is defined as : 

( (i!; 
\'" 
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, ( f: (xi - x) 
4 

) 

CK = (n= -1 1) (SD)" - 3 ( 5 ) 

b. Frequency Domain Features 

A new frequency domain analysis technique for two-phase gas-liquid flow 

waveforms will be presented and utilised in this study. A tal and Hanauer17 

introduced the linear prediction method in speech processing which became 

increasingly dominant in speech analysis. Makhoul18 presented a very 

informative review of the technique which will be briefly described in the 

following. 

Linear prediction provides a simple and effective method to obtain the main 

characteristics of the spectral density function of the signal. In this 

technique, the signal is modeled as a linear combination of its past values 

and past and present values of a hypothetical input to a system whose 

output is the given signal. According to this model, the signal, x., can be 

represented in the following form : 

Xt = 
, 
E 

9 

E b1 u,_1 , b0 = 1 ( 6 ) 
/c = 1 1=0 

where a~c, 1 ~ 1c ~ p, b, 1 ~ 1 ~ q, and the gain G are the parameters of the 

hypothesized system with some unknown input u,. Equation (6) can be 

rewritten in the frequency domain by taking the Z-transform of both sides 

that yields : 
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( 7) 

where 

X (z) = ( 8 ) 

is the Z-transform of x,, U (z) is the Z-transform of u, and H (z) is the 

transfer function of the system, which is the general pole-zero model. The 

roots of the numerator and deno~inator polynomials are the zeros and poles 

of the model respectively. There are two special cases of the model which 

are: 1) all-zero model where at= 0, 1 ~ t ~ p; 2) all-pole model where h, = 

0, 1 ~ 1 ~ q. The following section will be confined to the all-pole model 

which is going to be implemented in the current study. 

In the all-pole model, equations ( 6 ) and ( 7 ) are reduced to: 

p 
( 9 ) x, = E at x,_t + G u, 

k = 1 

H (z) = G ( 10 ) p 

1 + E. at z-t 
k = 1 

Since the output, Ut, is tot~lly unknown, the output signal, Xt, can only be 

approximately predicted from previous samples, i.e. 

( 11 ) 
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Where x, is the approximation of x,. The difference between the actual 

value x, and the predicted value x, is called the residual error, e, which is 

given by: 
p 

e, = x, - :X, · = x, + E a~; x,_J: ( 12 ) 
J: = 1· 

The predictor coefficients, a~;, should be adapted to nnmrmse the error 

signal, e,, which is achieved by the minimisation of the total squared 

prediction error with respect to the coefficients. The total squared error, E, 

is defined as : 

E = L: e,2 

t 

( 13 ) 

To minimize E with respect to each of' the coefficients, equation (13) is 

differentiated with respect to ai and set the resulting derivatives to zero. 

The minimum total squared error, Ep, can finally be given as : 

p 

x,2 + L 
J: = 1 

E ( 14 ) 
t 

By solving the set of p equations, given in equation (14) in p unknowns, 

the linear prediction coefficients a~; which minimise the total squared error 

can be obtained. Ma.khoul19 and Witten24 give a thorough review of the 

methods used for the estimation of the linear prediction parameters. The 

linear prediction technique is to be implemented in the field of two-phase 

flow in a similar way to that applied in speech analysis. Since it provides a 

simple and effective method of representing different signals in terms of a 

small number of parameters, the linear prediction method can be used not 
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only as a way of data compression but also ~ a supply for different 

statistical features of the different two-phase flow conditions. 
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